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2.1 Motivation 
Digital health technology has, over the past years, become an integral part of healthcare research, 
for instance, to gain insight into clinical decision-making (Wang et al., 2022) and its impact on 
patient trajectories or for large-scale studies, e.g., in cardiovascular research (Denaxas & Morley, 
2015). The increasing digitization of healthcare facilities has led to a broad availability of electronic 
health record (EHR) data and a recent political and public surge to utilize this data. The COVID-19 
pandemic further accelerated this trend (Dron et al., 2022). Ethics committees are starting to 
acknowledge the potential for so-called secondary use in medical research, hinting at a broad utili-
zation of EHR data in the (near) future. Currently, there are ongoing state-level initiatives, e.g., in 
Germany, to centralize EHR data for research purposes (Rau et al., 2024). 

Since protecting private medical data is a crucial personal right, a fundamental principle in medical 
research is giving consent, i.e., individual data subjects agree to a specific use of their data, similar 
to how they would agree to participate in a clinical trial. For secondary data use, however, the 
individuals subject to the data can hardly give explicit consent, e.g., as specific research questions 
have yet to be formulated at the time of data collection. Likewise, individuals often are not reacha-
ble anymore once research questions have been fixed for data collected in the past. Here, state-of-
the-art practices are general consent or broad consent forms, although these are criticized for being 
too vague and not specific enough (Barazzetti et al., 2020). Generally, data subjects are willing to 
consent to secondary use of their data, as highlighted by a recent meta-review (Baines et al., 2024). 
However, the key to such consent is that individuals retain control over their data and that benefits 
are clear to them. We thus argue that technical means to enforce consent in healthcare research 
are highly beneficial. To this end, we investigate such technical means to implement consent in 
healthcare research that render central data collection and collecting broad consent in advance, as 
currently discussed (Rau et al., 2024), redundant. 

Our work complements distributed data analysis tools, including MedCo (Froelicher, 2020; Raisaro 
et al., 2019), UnLynx (Froelicher et al., 2017), PCORnet (Yuan et al., 2017), or PHT (Mou et al., 2023), 
showing the feasibility and need for privacy-preserving decentralized analysis of health records and 
medical research data. None of them, however, incorporates consent on a research project or even 
query level. Likewise, related data ecosystems fail to reliably and transparently provide (technical) 
guarantees to manage patients’ consent decisions (Geisler et al., 2022; Lohmöller et al., 2024). In 
this work, we thus sketch a system design for consent-aware distributed data analysis. Our goal is 
to provide technical enforcement of consent on a per-query basis while still allowing for large-scale 
studies. Thereby, we aim to empower users to reliably, transparently, and privacy preservingly han-
dle their consent affinity. 

2.2 Sketching Technical Consent Enforcement 
Figure 1 introduces the high-level protocol flow, as described in the following. We consider data-
holding institutions (e.g., clinics) and data subjects (e.g., patients) each (part-time) active parties in 
the system such that researchers can only access the data if both parties agree. Thereby, data 
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subjects remain in control over their data and give consent on a per-query basis. To enforce consent 
cryptographically, we utilize a public-key searchable encryption scheme (PEKS) that allows defining 
trapdoors to be matched against an encrypted distributed index (Boneh et al., 2004; Froelicher et 
al., 2017). 

We propose to store the encrypted index under the control of data providers (e.g., hospitals), let 
researchers submit queries (translated to trapdoors) to the data providers, and cryptographically 
involve the data subjects in the trapdoor evaluation process, which prohibits query evaluation on 
data without the data subject's consent. Specifically, we include data subjects in the process by 
distributing a share of the evaluation key material to the data subject out of band, such as when 
the data is initially collected. This key share is cryptographically required to evaluate trapdoors, 
which implies that the data subject needs to actively contribute her share, i.e., consent to query 
evaluation. 

As data subjects can hardly assess whether a specific query is in their interest or beneficial to them, 
we require an independent jury to review the queries and a short, to a non-expert audience, under-
standable summary of the research goals. Based on this summary, data subjects can make an in-
formed decision about contributing their data. We employ threshold cryptography to ensure that 
the jury must agree on a joint query admission decision before a query can be executed. This ad-
mission ensures that queries are not directly harmful, such as being exploited for tracing specific 
individuals. Additionally, we aggregate results from multiple data providers before relaying them 
to the researchers via the broker shown in Figure 1. This aggregation unlinks the data from any 
individual and their physical origin, thus preserving the data subjects’ anonymity. 

Figure 1: Schematic protocol flow enabling technically enforced consent. 

Queries and data are encrypted with a jury-managed public-private key pair. Steps a-b are one-time operations, Steps 1-7 exe-
cute per query. Non-collusion is required between data holders and the test servers. Besides, one jury member must be benign. 

We evaluate our approach in a simulation study, i.e., we simulate a state-level network composed 
of German university hospitals. With the HCUP national inpatient sample (Khera et al., 2017), we 
employ a large dataset of ICD-10 coded diagnoses and evaluate the same real-world queries within 
the setting as related work before (Yuan et al., 2017). The (one-time) setup for generating keying 
material and encrypting individual data items consumes 290 ms per record in the dataset, which 
we consider feasible for practical deployment on a large scale. More interestingly, Figure 2 touches 
upon the query results of our simulated real-world evaluation, showing that in an idealized scenario 
(all entities are online and respond immediately), our three queries Q1(Chung et al., 2015), Q2 (Ha-
bermann et al., 2014), Q3 (George et al., 2014), which, e.g., analyze the clinical treatment and out-
come of a cancer subtype, all execute within 22s. In this setting, the most time-consuming part is 
matching trapdoors against the encrypted index, followed by the giving consent operation of the 
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data subjects. However, the latter will be spread among up to 6.3 million data subjects in the net-
work, thus incurring a negligible overhead per individual. Practically, we expect the query runtimes 
to be dominated by user interaction, e.g., after notification via push messaging or regular digests 
of incoming requests. A smartphone app holding the data subject’s keys would be a convenient 
way of interacting with data subjects. Other options, including delegating consent management to 
a general physician or relatives, are technically possible and can complement these efforts. Overall, 
these results show that the suggested approach scales to real-world scenarios. 

Figure 2: Query performance for three realistic queries on 6.3 million records. 

Left: time passed between retrieval and completion. Right: consumed CPU time (sum over all parallel computations) . By subsam-
pling our dataset, we find that the computationally intensive operations scale linearly with the number of records in the dataset. 

2.3 Discussion and the Road Ahead 
A frequent concern is that the self-determination and freedom of giving consent, as well as the 
duty to decide, might lead to consent fatigue. Then, users are overwhelmed by the number of con-
sent requests, similar to Cookie consent banners (Kretschmer et al., 2021). One way to mitigate this 
issue would be to deploy a local consent agent, e.g., as part of the aforementioned consent man-
agement app, that accepts queries based on user-defined rules and criteria the jury has reviewed. 
Compared to the broad consent practice, data subjects would still be free to review and reconsider 
their choices (Matzutt et al., 2017). Besides, such an agent would keep the subject's sovereignty 
high while allowing transparency and accountability.  

Compared to a fully centralized system, our proposal at first seems to limit the query experience: 
While the formulated trapdoors support querying specific ranges and logical formulas for combin-
ing multiple matching criteria, a distributed approach that requires human interaction can hardly 
compete with the performance and interactiveness of a central database. However, efforts to im-
plement centralized EHR databases at the state level or beyond suffer from various issues, including 
ethical and legal concerns, among others (Baines et al., 2024). Here, data governance strategies are 
scarce: They need to (1) comply with regulatory frameworks, (2) be perceived as trustworthy by the 
public, and (3) must not become an overly complicated access barrier for researchers (Rau et al., 
2024). We argue that collecting consent on a per-query basis shifts the burden of finding a universal 
governance strategy to multiple individual choices with clear consequences and limited scope, 
thereby reducing decision and governance complexity. With this work, we thus sketch a technical 
basis for this paradigm shift and call for future work to study the data subject’s perception of privacy 
and the willingness to provide their data in more detail. 

Besides analyzing implementing the consent agent and studying individual data subjects’ percep-
tion of privacy, future work should investigate the system's usability with real users, e.g., as part of 
a clinical trial, and assess its impact on the patient's overall willingness to participate in secondary 
data use. From a technical perspective, we are confident that the system can be deployed in a real-
world scenario, as the evaluation shows good scalability regarding participating entities and data 
volume. 
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2.4 Conclusion 
Our work complements existing decentralized data analysis tools with enforceable consent, as us-
ers are cryptographically involved in the query evaluation. Thereby, it enables data subjects to de-
cide participation freely and on a per-query basis while still allowing for large-scale studies. Thus, 
our work empowers users to reliably and transparently handle their consent affinity. Our evalua-
tion shows that the computational overhead is reasonable and that the system scales to the de-
mands of real-world scenarios. This work thus contributes a cryptographic option for giving con-
sent to the ongoing discussion on how to open up healthcare data for research (Baines et al., 
2024). 
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